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Abstract

The 200 hPa kinetic energy budget terms are represented by means of their spherical harmonic components for a number of AMIP simulations. The data used are the monthly mean wind fields for 1979 to 1988 decadal simulations. The budget terms are decomposed into the divergent and rotational components. The comparison is limited to the lower wavenumbers so as to be within the nominal limits imposed by the models with the coarsest spatial resolution.

The results show considerable differences among the models. The comparison is best for the rotational wind and degrades for the divergent components, especially the conversion term. There is some ambiguity among the models as to the sign of some terms at certain wavenumbers. The models tend to overestimate the Walker type (east-west) divergent circulations compared to the Hadley type (north-south) compared to recent NMC and ECMWF operational analyses.

The intermodel differences are substantial when viewed in light of the differences in the observational analyses and ensemble differences for the ECMWF model. However, the median values of all the models taken together are usually in fair agreement with observational values.

There is no obvious, systematic pattern of errors which can be consistently attributed to specifics of the individual model horizontal and vertical resolution, numerics or physical parameterizations.
# Table of Contents

Abstract ................................................................................................................................. iv
1. Introduction ...................................................................................................................... 2
2. Computational Formulation .......................................................................................... 2
3. Data ................................................................................................................................ 4
4. Results ............................................................................................................................ 5
   a. KE spectra ............................................................................................................. 5
   b. KE in M/N space ..................................................................................................... 6
5. Discussion and Conclusions ......................................................................................... 8
   c. Sensitivity ............................................................................................................. 10
6. References ..................................................................................................................... 10
Acknowledgments .............................................................................................................. 11
1. Introduction

Kinetic energy has long been regarded as a fundamental property of the atmospheric general circulation. In the historic work of Lorenz (1955), kinetic energy was the measure of the atmospheric motion. Since Lorenz there have been many variations on the global energy cycle. There exist a near infinite number of ways to decompose the various components of the atmospheric circulation in the space and time domains. The choice of the decomposition is largely determined by the purpose of the analysis. In the present context the object is to intercompare the properties of the kinetic energy at 200 hPa for a number of ten year GCM climate simulations. The 25 models have a wide variation in numerics, spatial resolution and physical parameterizations. The goal of this work is to gain some insight into the nature of the model differences and perhaps ambitiously, their causes. To this end, we chose to decompose the kinetic energy into its rotational and divergent components in the space of spherical harmonics.

The division of kinetic energy into the rotational and divergent components provides more information on the nature of the dynamics than by looking at the total kinetic energy. The divergent flow is intimately connected to the generation of kinetic energy by the secondary circulations and is closely linked with the diabatic forcing. Thus it can be used as an indicator of the forcing by these processes as parameterized in the models. The effects of the various parameterization choices among the models considered is of prime interest.

The spherical harmonic decomposition has proved to be useful in past work. Lambert (1984, 1987) has performed a comprehensive analysis of observed data and output from the Canadian Climate Centre GCM. (This model is an earlier version of the CCC model cited in this work.) He found that the model did a good job in qualitatively simulating the kinetic energy budget but some the magnitudes of the energies and conversions at some wavenumbers were not well represented in the simulation. The decomposition into spectral space will provide some measure of the scale dependency which might provide some insight as to the effects of the horizontal resolutions of the models.

The intent here is not a contest to determine the "best" model. Rather, this work should be seen as a summary of the state of modeling the atmosphere from a rather narrow perspective. the results will show that a consensus among models has not been achieved. More development is evidently required to simulate the atmospheric component of the climate system with complete fidelity.

2. Computational Formulation

In order to be clear in terminology, the equations for transforming to spherical harmonics will be presented. A arbitrary variable \( x \) distributed in latitude (\( \phi \)) and longitude (\( \lambda \)) can be expressed in terms of spherical harmonics as follows:
where \( P_n^m \) is the associated Legendre polynomial of the first kind of order \( m \) and degree \( n \), \( X_n^m \) is a coefficient of the spherical harmonic representation of \( x \), and \( N \) is the limiting wavenumber of the triangular truncation.

The equations for kinetic energy in spherical harmonics follow the procedures of Lambert (1984, 1990). The decomposition is done in terms of spherical harmonics of order \( m \) and degree \( n \). The equations for the divergent and rotational components of the kinetic energy as derived by Lambert are:

\[
\frac{\partial}{\partial t} \text{rot} K_n^m = \text{rot} L_n^m + \text{rot} F_n^m - \text{rot} \lambda_n^m \tag{1}
\]

\[
\frac{\partial}{\partial t} \text{div} K_n^m = \text{div} L_n^m + \text{div} F_n^m + C_n^m + \text{div} \Delta_n^m \tag{2}
\]

In (1) the rot\( K_n^m \) term represents the rotational kinetic energy. The rot\( L_n^m \) is the conversion of divKE in all modes and all wavenumbers to rotKE in mode (\( m,n \)) and transfer of rotKE from all modes and wavenumbers to mode (\( m,n \)), rot\( F_n^m \) is a conversion of divergent KE to rotational KE resulting from interactions involving the Coriolis terms. This term is responsible for a conversion of divergent KE in modes (\( m,n-1 \)) and (\( m,n+1 \)) to rotational KE in mode (\( m,n \)). The rot\( \lambda_n^m \) In (2) the div\( K_n^m \) term represents the divergent kinetic energy, \( C_n^m \) describes the conversion of available potential energy (APE) to divergent KE. The div\( L_n^m \) is the conversion of rotKE in all modes and all wavenumbers to divKE in mode (\( m,n \)) and transfer of divKE from all modes and wavenumbers to mode (\( m,n \)), div\( F_n^m \) is a conversion of rotational KE to divergent KE resulting from interactions involving the Coriolis terms. This term is responsible for a conversion of rotational KE in modes (\( m,n-1 \)) and (\( m,n+1 \)) to divergent KE in mode (\( m,n \)). The div\( \Delta_n^m \) term represents the dissipation divergent KE.

Figure 1, which is after Lambert (1990), is a schematic of the KE budget expressed in (1) and (2). The coupling between the rotational and divergent budgets are by the \( F_n^m \) and \( L_n^m \) terms. Studies by Chen and Wiin-Nielsen (1976), and Lambert (1990) showed that the \( F_n^m \) terms account for most of the divergent - rotational KE exchanges.

As explained in the next section the data available do not permit the computation of the \( L_n^m \) terms nevertheless the remaining components do provide and interesting picture of the dynamics of the models.
The question of the nature of the truncation arises when dealing with the representation of fields in terms of series of spherical harmonics. The models varied in their horizontal representations. Some were gridpoint models, the rest used a spherical harmonic representation with either a triangular (T) or rhomboidal (R) truncation. In an attempt to be as even handed as possible for all the models, the calculations were carried out in the spherical harmonic space that is appropriate for each model. For the grid point models and the gridded observational data, a triangular truncation was chosen commensurate with the number of nodes from pole to pole. For the models cast in the spherical harmonics framework the calculations were carried out in the appropriate spectral space. The results are presented for portions of the spectra where any computational artifacts generated by these differences in representation and choices of truncation should be minimal.

Many of the results will be given in terms of the two dimensional wavenumber n. This method of presentation was originally advocated by Baer (1972) and has proved useful in the work of Baer (1974), Lambert(1984), and Boer and Shepherd(1983). In order to obtain results solely in terms of the two-dimensional wavenumber, n, it is required to sum over the order m for each n.

3. Data

The Atmospheric Model Intercomparison Project (AMIP) of the World Climate Research Programme’s Working Group on Numerical Experimentation (WGNE) permits some insights as to the general nature of the model GCM response to SST variations. The participants in AMIP simulate the global atmosphere for the decade 1979 to 1988 using a common solar constant, and CO2 concentration, and a common monthly averaged SST, and sea ice data set. An overview of AMIP is provided by Gates (1992).

The AMIP models used in this study are identified in Table 1 and their horizontal and vertical resolutions are shown. As important as the spatial configuration of the model are the parameterizations used to simulate moist convective heating, fluxes of heat, moisture and momentum, precipitation, clouds and so forth. The complete specifications of the parameterizations used in the models are described in Phillips (1994). The various penetrative convective parameterizations are probably crucial elements in the simulations but it is difficult to succinctly characterize them. For a specific scheme, say the Kuo scheme, there are so many variations and critical differences in implementations that simply identifying a parameterization by the single nomenclature can be misleading.

The wind and geopotential height data from the AMIP simulations was only available for the 200 and 850 hPa levels and the vertical motion field was not archived. The terms for (1) and (2) were computed for the for the 200 hPa level only. The problems with the 850 hPa level is that the extrapolation method below the surface was not uniform across the models and some groups chose not to perform the extrapolation at all. Since the focus of this study was to clearly establish model differences it was felt that only the terms at 200 hPa would be computed, since these are not as strongly influenced by the post-processing procedures used to obtain pressure level data. In any case the $L_n^m$ terms cannot be computed since they involve vertical motion. The dissipation terms, which are most often computed as a residual, cannot be computed either.

In other studies, Lambert (1984, 1987), Burrows (1976), Bauer (1972), Boer and Shepherd (1983), the KE budgets are carried out for vertically integrated data. It must be emphasized that
caution must be used in any comparison of the results here to the studies using vertically integrated terms. As is well known, the correspondence of the conversion term, $C_n^m$ in the KE and APE budgets is only for the vertically integrated quantities. All that can be done with the data in hand is to compute the single level contribution to the integral. The work of Boer and Shepherd (1983) indicates that the 200 hPa level is the most active in the KE budget, and thus the terms computed at this level will be important if not dominant in the total KE budget. This implies that differences in the model simulations at this level will be a substantive yardstick of relative model performance.

The observed data available was that of the operational analyses of the ECMWF and NMC. The ECMWF data was for the period 1980 to 1989, the NMC data matched the simulations in that the 1979 to 1989 decade was available. The shortcomings of the operational analyses of the ECMWF and NMC in regards to the divergent component of the wind are well documented, Trenberth and Olsen (1988, 1988a), Lambert (1989). The consensus opinion of the studies is that the operational analysis had significant problems for the better part of the 1979 to 1988 decade. In light of these studies the observational data computations were limited to the period 1986 to 1989. Although the data for this period are deemed more reliable, they are for a somewhat shorter period than the model simulations. It was felt that to obtain reliable statistics for model intercomparison the full decade of model data should be used while for the sake of accuracy the time truncated observational set be used as an estimate of likely values for the various terms.

4. Results

a. KE spectra

Figure 2 presents the two-dimensional wavenumber spectra of the rotational and divergent kinetic energy for all the models (averaged from 1979 to 1988) and observations (averaged from 1986 to 1989) for the solstitial seasons. The data of this figure and subsequent spectra are restricted to two dimensional wavenumbers $n < 15$. This range is consistent with all the models to be displayed since it is within the resolution of all the models.

The vast bulk of the kinetic energy for the 200 hPa windfield is contained in the rotational component. The shape of the spectra of the rotational kinetic energy components of the models are generally in agreement with each other and the observations, especially at the lower wavenumbers ($n < 7$). The good agreement between the two sets of observations gives some confidence in the ability of the analysis to accurately depict this spectrum. The spectra of the observational data agree rather well with the vertically integrated results of Boer and Shepherd (1983) and Lambert (1987, 1984). The tendency for the peaks in the rotational KE to occur at odd $n$ is due to the fact that the contribution of the symmetric zonal wind to the rotational component is to the odd $n$, Lambert (1987).

Comparing Figs. 2a and 2b, there is a marked increase in the energy at wavenumber 2 in going from DJF to JJA and a drop in energy in wavenumber 1. This behavior was documented with data from the FGGE year by Boer and Shepherd (1983). It is consistently simulated by the models.

Although all the models generally follow the variations of the observational data with
wavenumber, there is a considerable range in the actual values. Keep in mind that this is a log plot, the extreme variations amongst the models for wavenumber 1 in JJA amounts to almost a factor of 10. The amplitude at n = 1 is an indicator of the Equator to pole temperature gradient. Lambert (1987) comments that the tendency for the poles to be too cold in the model he analyzed is reflected in an overestimate of the rotational KE at n = 1. Here there seems to be a tendency for the models to underestimate the n=1 values in DJF but for both seasons the models are scattered about the observational value. In JJA there is not a model consensus on the dominant wavenumber between 1 and 2. Some wavenumbers have consistent overestimates, e.g. n = 5 in JJA, and others are underestimated, e.g. n=2 in DJF.

The divergent KE spectra in Figs. 2c and 2d show a large variation in going from DJF to JJA but no single wavenumber stands out as did n = 2 for the rotational KE. The divergent KE tend to have a larger spread between the observational data sets, although this difference is generally less than the range amongst the models.

Figure 3 presents the spectra for the conversion, rotF and divF terms for the solstitial seasons. Note that these are presented on a linear plot. Overall, the models capture the sense of the transitions between the seasons and the general shape and magnitude of the spectra. Nevertheless, there are significant differences. The models have differences from each other and the observations which often exceed the uncertainty represented by the observational disagreement. There are instances where the models and observations differ in sign, and places where the observations have extrema of the opposite sense to some of the models.

In the DJF conversion term, Fig. 3a, there is not agreement as to the sign of this term for n = 2. In the JJA plot, Fig. 3b, all the models capture the large increase at n = 1 in going from DJF to JJA but the models have considerable disagreement on the magnitude of the JJA value. The models have relatively more success in the transition in going from DJF to JJA at n = 6.

The divF term in Figs. 3c and 3d show much the same problems as the conversion term. There is a tendency of the models to overestimate this term at n = 5 with the models displaying more seasonal variation at this wavenumber than the observations. The divF term tends to mirror the variations of the conversion term. This was observed for the vertically integrated budget by Lambert (1987). This is a reflection of the fact that the main balance in (2) is between divF and conversion. The rotF term, Figs. 3e and f, has less of a seasonal change than its divergent counterpart. There is a wide variation in the values at n = 1, with no model consensus on the sign of this term. The prominent values at n = 3 are probably the result of the stationary wave pattern which has a large signature at this scale.

b. KE in M/N space

The spectra in the foregoing figures show the data collapsed to a single wavenumber. This compaction is useful for the presentation of the results from such a large number of models. However, as pointed out by Baer (1972), an insightful plot is to contour the values of the spectral data in the space of m and n-m. This yields another degree of dimensionality, so that only select plots can be shown, but allows further insight as to the spectral disposition of the data.

Plots of the ECMWF observed rotational and divergent kinetic energy, rotF, divF and Conversion are given in Fig. 4 and Fig. 5. The values of n-m (the number of north south nodes)
are along the ordinate, the zonal wavenumber m (the number of east west nodes) form the abscissa. A summation taken along a diagonal from the ordinate axes (m = 0) to the abscissa (n-m= 0) corresponds to the values shown in Figs. 2 through 3.

Figures 4a and 4b present the spectral decomposition for the ECMWF analyses for the divergent and rotational wind for DJF. Note that the contour interval is approximately logarithmic. The data for the NMC analysis are generally in good agreement with those of the ECMWF. Comparing the rotational KE and divergent KE, it is apparent that the rotational KE is confined to the m = 0 modes, while the divergent KE tends to be more isotropic with maxima along both the m = 0 and n-m = 0 axes. This is a reflection of the dominance of the zonal wind in the rotational component. Baer (1972) displayed similar plots for the zonal and meridional KE and these resemble the plots for the rotational and divergent KE, respectively. Even for the divergent KE the components on the two axes dominate any contribution from the interior. Since the contour interval is logarithmic, the appearance of Figs. 4b and 5b can be visually misleading. All the models have plots which resemble Fig. 4, with variations consistent with the data in Figs. 2 and 3.

In the DJF kinetic energy plots, Figs. 4a and 4b, there is a maxima at m,n = (3,6). This is probably due to the stationary wave pattern which is strongest during the northern winter. This is a feature common to all the models, although varying in magnitude. It is commonly thought that the stationary waves at this scale are forced by both orographic effects and longitudinal variations in heating, e.g. Hoskins and Pearce (1983). It would seem that the model horizontal resolution would have some impact on its ability to simulate these features commensurate with the ability to depict the orographic details. However, a comparison of the magnitudes of the KE at (m,n) = (3,6) did not reveal any consistent tendency as a function of either horizontal or vertical resolution.

The fact that most of the energy is distributed along the axes for the divergent KE suggests a way of reducing the complexity of the spectral decomposition by simply adding up the modes along each axis and plotting the sums as a scatter diagram for all the models. This is appropriate only for the divergent KE since the others are overwhelmingly dominated by the m = 0 axis, and thus the spectra using n (Figs 2 to 3) are more than adequate to describe the distribution. For the divergent flow the m = 0 (no nodes along a line of constant latitude) modes can be interpreted as a Hadley / Ferrel type north south oriented circulation. The n -m = 0 (no nodes along a line of constant longitude) represents an east-west or Walker type of flow. Figure 6 is a Tukey sum/difference plot, Cleveland (1985), where the ordinate has the difference of the S(divergent KE (m- n=0 ) ] - S(divergent KE (m = 0)) and the abscissa is the sum. This type of plot is designed to facilitate assessment of any biases in the data and their magnitudes. Figure 6 indicates that the models have a marked tendency to overestimate the east-west divergent flow with respect to the north-south circulation, especially during the northern summer. On the other hand, the figures also show that the models are fairly evenly distributed about the observed total divergent KE. In order to get a better feel for the kinds of flow differences that these biases represent, the velocity potential will be plotted for three specific models for the JJA season. The models chosen are the CNRM , UGAMP and ECMWF. All these models have the same horizontal resolution, T42. They all have roughly the same total divKE value and represent two extreme cases, UGAMP and CNRM, with the ECMWF nearer to the observed ratio. It is also of interest that the UGAMP and ECMWF are both very close in model formulation, the UGAMP
model being derived originally from the ECMWF code. The major difference is that the UGAMP uses the Betts-Miller convective scheme, Slingo et al. (1994) and the ECMWF uses a mass flux scheme of Tiedtke (1989). Comparing the extreme cases of UGAMP and CNRM, Figs. 7c and 7b respectively, the dominance of the Walker type circulation in the CNRM flow compared to the Hadley circulation in the UGAMP field is quite plain. The ECMWF and UGAMP are in closer agreement. The ITCZ is somewhat more prominent in the UGAMP model as compared to the ECMWF. However, it should be noted that there is no apparent overall direct relation between penetrative convective schemes and the position on Fig. 6. For example GFDL, BMRC and GLA join CNRM on the extreme side of Fig. 6b but their convective schemes are moist convective adjustment, a Kuo derivative and a mass flux scheme, respectively. Phillips (1994) can be used for the specific details on the parameterizations.

In addition there is a seasonal variation in the behavior of the UGAMP model. While it is a clear outlier in the JJA plot of Fig. 6a, the model is in the midst of the other models in DJF. This seasonal variation can be seen in other models e.g. the UKMO, whilst some others are more consistent e.g. BMRC. Figure 8 is an effort to show some of these seasonal variations in the Walker versus Hadley regimes of divergent flow. Figure 8a shows that the BMRC model is consistently skewed to a Walker type flow, the UGAMP models switches from Walker to Hadley in going from JJA to DJF. The UKMO model, Fig. 8c, shows a very energetic circulation with a seasonal variation the reverse of the UGAMP model. The MPI model has a circulation which is less energetic and slightly biased towards a Walker circulation throughout the year. It would appear that these flow characteristics must be tied to the model response to the large scale monsoonal circulations which is more complex than just any single parameterization. From Fig. 8 and such plots of all the models (not shown) it is noted that the solstitial seasons are the maximum in divergent kinetic energy, and the equinoctial seasons are at a minimum. September and March are often quite like the preceding solstitial months.

Figure 9 are plots analogous to Fig. 8 only using the NMC analysis for two single years. Figure 9 makes two points. The first is that the changing analysis system at NMC produces different flow characteristics. The analysis system at NMC underwent substantial revision in 1986, Trenberth and Olsen (1988, 1988a) and this is reflected in the change from a Walker bias in 1985 to a more even distribution in 1987. The plot of 1987 is characteristic of all the years beginning with 1986. It is felt that the data for 1987, Fig. 9b, is more realistic than Fig. 9a.

The pertinent point to be made is that the models behave in rather different fashions from each other for this critical portion of the general circulation. Even if the observed values shown in Fig. 6 and 9 are subject to error, there is little evidence of a consensus from the models. The lack of agreement on the character of the divergent flow is a sensitive indicator that the models must further work on the suite of parameterizations. Some evidence points to the convective parameterization as a critical element but it appears as if more likely the interaction of all the various physical processes must be improved to get a reliable climate sensitivity.

5. Discussion and Conclusions

The spectra of Figs. 2 and 3 which include all the models are overwhelming in their complexity. The point of the figures is not to carefully track the performance of individual models but to provide a sense of the consensus picture of the models. In this section an attempt will be made to
make a more quantitative assessment of the distribution of model values for the various quantities in the KE budget. The boxplot, Cleveland (1985), has been long used in statistics to graphically portray the statistical distribution underlying a number of samples. Figures 10 and 11 contain the same data as a boxplot for the KE budgets. At each value of n are plotted the extreme values, the 25th the 75th percentiles, the 90th and 10th percentiles and the median (50th percentile value) of the data from all the models. Also plotted are curves for the NMC and ECMWF analyses. The median should be a fairly robust estimate of the overall skill of the models in estimating the parameter considered.

A positive feature of Figs. 10 and 11 is that for many of the variables, especially the rotational and divergent KE, the median value for the models is close to that of the observations. Although the spread of the values can be disheartening, the consistent accuracy of the median for variables where the observations are reliable indicates that the model parameterizations are capturing the majority of the forcing for these variables.

The DJF rotational KE, Fig. 10a, shows a consistent underestimate by the models compared to observations for n = 2. The observational data falls at the 90th percentile level for the models. The rotF term for DJF, Fig. 10c, has the observational estimate at above the 90th percentile at n = 2. The models have a large range for this wavenumber, but the observations are in good agreement with each other. There is a considerable spread for both the observations and models at n = 3. This extrema in the curve is probably due to the stationary wave components and the results in Fig. 10c indicate considerable uncertainty. The DJF divF data, Fig. 10d, show that the models do poorly for the minimal at n = 2, but do rather well for the large peak at n = 6. The conversion term, Fig. 10e, follows the divF tendencies.

The JJA data, Fig. 11, show good agreement with respect to the median. The good agreement with observations by the divergent KE, Fig. 11b, must be tempered by the substantial discrepancies in the distribution in the two dimensional wavenumber space shown in Fig. 6. The rotF, divF and conversion terms for JJA, Fig. 10c, d, and Fig. 10e represent the most severe shortcomings of the models. The problems are egregious at the lowest wavenumbers and are no doubt linked to the biases in the flow shown in Fig. 6.

For the purpose of comparison to past work the total F terms for both seasons are shown in Fig. 12. These data are the sum of divF and rotF and can be compared to the data of Lambert (1987) since he did not decompose the terms into the two components. The shape of the curves is quite close in comparison to Lambert (1987) although his results were for the vertically integrated quantities. The only difference is at n = 3, where Fig. 12a has a large peak and Lambert’s data is near zero. This is probably due to the substantial contribution from the stationary wave pattern at 200 hPa, which is somewhat reduced at the lower levels. It should be noted that the totF values are for the most part in better agreement with the observations than the individual terms. This is especially true for JJA at the lower values of n. There is evidently some compensation in the models in maintaining a total energy exchange among the waves at near the observed values. The complementary nature of the totF and conversions terms indicate that energy is extracted from the large scale (n very small) direct circulations to provide a source of energy to the indirect circulations which are situated at the higher wavenumbers.
c. Sensitivity

One way to put these differences and distributions in perspective is to compare them to the uncertainty in the observations represented by the differences in the NMC and ECMWF analyses. The models generally have a greater variation amongst themselves than this difference. However, the integrations represented here are only single realizations of each models simulation. Another way to gauge how meaningful the variations of the models are is the compare them to the variations between multiple realizations of the models. To this end five decadal realizations of the ecm model were analyzed and some representative results are shown in Fig. 13. The realizations differed only in the initial conditions, the initial conditions for runs subsequent to the first were taken from the end of the previous run. The same AMIP SST data set was used for each integration. Figure 13 shows the JJA divKE and conversion terms. These spectra are robust across the realizations for this model. The diagram analogous to Fig.6 for the different realizations indicates that this aspect is also faithfully reproduced for all members of the ensemble. The implication is that the differences amongst the models are probably not just due to sampling errors but represent fundamental differences in the nature of the windfields at 200 hPa if the ECMWF model is representative of typical model sensitivity.

6. References
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Figure 1. Schematic of the divergent/rotational kinetic energy budget (After Lambert, 1990). Notation is explained in the text.

Figures 2-a, -b. Rotational kinetic energy spectra at 200 hPa for all the models and the observations for (a) DJF and (b) JJA. Divergent kinetic energy spectra at 200 hPa for all the models and the observations for Fig. 2-c (DJF) and Fig. 2-d (JJA). The abscissa is the two-dimensional wavenumber n, described in the text.
Figures 3-a, -b. Contribution of the conversion term to the kinetic energy budget at 200 hPa for all the models and the observations for Fig. 3-a (DJF) and -b (JJA). Figures 3-c, -d. Contribution of the divF (described in text) to the kinetic energy budget at 200 hPa for all the models and the observations for Fig. 3-c (DJF) and Fig. 3-d (JJA). Figures 3-e, -f. Contribution of the rotF term (described in text) to the kinetic energy budget at 200 hPa for all the models and observations for Fig. 3e (DJF) and Fig. 3f (JJA).
Figure 4-a, -b, -c, -d. The terms of the kinetic energy budget for the ECMWF analysis for DJF displayed in full spherical harmonic space. The ordinate is the number of north-south nodes, the abscissa is the number of east-west nodes. Fig. 4-a Rotational Kinetic energy (J/kg), Fig. 4-b Divergent kinetic energy (J/kg), Fig. 4-c rotF (W/kg), Fig. 4-d divF (W/kg), Fig. 4-e conversion term (W/kg). The contour interval is approximately logarithmic.

Figure 5-a, -b, -c, -d. The terms of the kinetic energy budget for the ECMWF analysis for JJA displayed in full spherical harmonic space. The ordinate is the number of north-south nodes, the abscissa is the number of east-west nodes. Fig. 5-a rotational kinetic energy (J/kg), Fig. 5-b divergent kinetic energy (J/kg), Fig. 5-c rotF (W/kg), Fig 5-d divF (W/kg), and Fig. 5-e conversion term (W/kg). The contour interval is approximately logarithmic.
Figure 6-a and -b. A Tukey sum-difference plot for the $\Sigma(m=0)$ and $\Sigma(n-m=0)$ modes of the 200 hPa divergent kinetic energy for all the models and observations. Above the zero line indicates a bias towards a Walker type circulation, below the line Hadley circulation.
Figure 7-a, -b, and -c. In Fig. 7-a decadal JJA mean 200 hPa velocity potential for the ECMWF model. The contour interval is $0.5 \times 10^6$ m$^2$/sec. Solid lines are zero or positive values, dashed lines are negative. Fig. 7-b as in 7-a except for the CNRM model. Fig. 7-c as in 7-a except for the UGAMP model.
Figures 8-a, -b, -c, and -d. Scatter plot of the \( \Sigma(m=0) \) versus the \( \Sigma(n-m =0) \) modes of the 200 hPa divergent kinetic energy for the 10-year monthly averages for the Fig. 8-a BMRC, 8-b UGAMP, 8-c UKMO and 8-d MPI models.
Figure 9-a and -b. Scatter plots of divergent kinetic energy of the Walker and Hadley models for the NMC analysis for all the months of the year Fig. 9-a 1985 and -b 1987.